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ABSTRACT

Diboson production is an important and frequently measured parameter of

the Standard Model. This analysis considers the previously neglected pp̄→ Zγ →

γbb̄ channel, as measured at the Collider Detector at Fermilab. Using the entire

Tevatron Run II dataset, the measured result is consistent with Standard Model

predictions, but the statistical error associated with this method of measurement

limits the strength of this correlation.

v



TABLE OF CONTENTS

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

CHAPTER

1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Diboson Production in pp̄ collisions . . . . . . . . . . . . . . . 1

2 STANDARD MODEL . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2.1 Forces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Fundamental Particles . . . . . . . . . . . . . . . . . . . . . . . 4
2.3 Interactions with Standard Model Forces . . . . . . . . . . . . 5
2.4 Standard Model Processes at Hadron Colliders . . . . . . . . . 8
2.5 Diboson Production . . . . . . . . . . . . . . . . . . . . . . . . 9

3 CDF DETECTOR . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

3.1 Accelerators and Elementary Particle Physics . . . . . . . . . . 13
3.2 Tevatron . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.3 Collider Detector at Fermilab . . . . . . . . . . . . . . . . . . . 17

4 OVERVIEW OF ANALYSIS . . . . . . . . . . . . . . . . . . . . . . 26

5 ANALYSIS TOOLS . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

5.1 Artificial Neural Networks . . . . . . . . . . . . . . . . . . . . . 28
5.2 ROOT data analysis software . . . . . . . . . . . . . . . . . . . 31
5.3 Monte Carlo generation . . . . . . . . . . . . . . . . . . . . . . 33

6 EVENT SELECTION . . . . . . . . . . . . . . . . . . . . . . . . . . 36

6.1 Datasets used . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
6.2 Trigger efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . 40
6.3 Photon identification . . . . . . . . . . . . . . . . . . . . . . . 42
6.4 b-Jet identification . . . . . . . . . . . . . . . . . . . . . . . . . 43
6.5 Kinematic cuts . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

7 DATA MODELING . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

7.1 Monte Carlo datasets . . . . . . . . . . . . . . . . . . . . . . . 46
7.2 Misidentification of photon candidates . . . . . . . . . . . . . . 47
7.3 Incorrectly tagged jets . . . . . . . . . . . . . . . . . . . . . . . 49

vi



8 SIGNAL YIELD CALCULATION . . . . . . . . . . . . . . . . . . . 51

8.1 Neural network development . . . . . . . . . . . . . . . . . . . 51
8.2 Neural network fitting . . . . . . . . . . . . . . . . . . . . . . . 54
8.3 Unfolding factor . . . . . . . . . . . . . . . . . . . . . . . . . . 56

9 ANALYSIS OF SYSTEMATIC EFFECTS . . . . . . . . . . . . . . 63

9.1 Fake photon sideband . . . . . . . . . . . . . . . . . . . . . . . 63
9.2 Light jet sideband . . . . . . . . . . . . . . . . . . . . . . . . . 65
9.3 Uncertainties in Monte Carlo reconstruction . . . . . . . . . . . 66
9.4 Uncertainties in unfolding factor . . . . . . . . . . . . . . . . . 70

10 CROSS SECTION MEASUREMENT AND UNCERTAINTY . . . . 71

11 CONCLUSIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

APPENDIX

SILICON DETECTOR EXPERIENCE . . . . . . . . . . . . . . . . 74

A.1 Silicon Detector Technical Details . . . . . . . . . . . . . . . . 74
A.2 Experience with CDF Silicon Detector . . . . . . . . . . . . . . 75
A.3 Technical challenges in detector construction . . . . . . . . . . 75

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

vii



LIST OF TABLES

Table

6.1 Summary of trigger requirements at different levels. . . . . . . . . . 38

6.2 Summary of cuts implemented in this analysis, excluding trigger re-
quirements. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

8.1 Elements of (uncorrected) neural network fit. . . . . . . . . . . . . . 57

9.1 Expected number of events with a given number of b tags for each
Monte Carlo predicted data sample. . . . . . . . . . . . . . . . . . . 66

9.2 Elements of neural network fit, corrected for fake b sideband. . . . . 67

10.1 Statistical uncertainties in this analysis and the resulting impact on
cross section. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

10.2 Systematic uncertainties in this analysis and their impact upon our
cross section measurement . . . . . . . . . . . . . . . . . . . . . . . 72

viii



LIST OF FIGURES

Figure

2.1 Visual Representation of Standard Model . . . . . . . . . . . . . . . 6

2.2 Feynman diagrams for ISR and FSR events . . . . . . . . . . . . . . 10

2.3 Cross section for Zγ production as a function of Eγ
T . . . . . . . . . 12

3.1 A schematic view of the Tevatron beamlines at Fermilab. . . . . . . 17

3.2 A cut-away view of CDF detector . . . . . . . . . . . . . . . . . . . 23

6.1 Feynman diagrams for ISR and FSR events . . . . . . . . . . . . . . 36

6.2 Mass associated with secondary vertex for jets passing inclusive γ
trigger and SVT trigger, jet ET between 20 and 140 GeV. . . . . . . 41

6.3 SVT trigger efficiency as a function of jet ET in stored data. . . . . 42

7.1 Fitted γ identification neural network output. . . . . . . . . . . . . 48

7.2 Fake b normalization estimated using secondary vertex mass. . . . . 50

8.1 Dijet mass distribution for data and various Monte Carlo samples
(Monte Carlo templates normalized to data). . . . . . . . . . . . . . 52

8.2 Plots detailing neural network information. . . . . . . . . . . . . . . 55

8.3 Fit of neural network output, with components shown stacked on the
plot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

8.4 Reconstructed mjj for composite fit. . . . . . . . . . . . . . . . . . 57

8.5 Reconstructed three-body invariant mass for composite fit. . . . . . 58

8.6 Transverse energy associated with each jet, normalized to match com-
posite fit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

8.7 Angular separation between γ and jets, normalized to match com-
posite fit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

8.8 ∆φ between the two jets using composite fit normalization. . . . . . 61

8.9 ∆η between the two jets using composite fit normalization. . . . . . 61

ix



8.10 Unfolding factor versus Photon ET . . . . . . . . . . . . . . . . . . . 62

A.1 A horizontally compressed view of the CDF detector, showing η cov-
erage. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

A.2 CDF Run II Silicon detector, end view. . . . . . . . . . . . . . . . . 76

x



1

CHAPTER 1

INTRODUCTION

1.1 Diboson Production in pp̄ collisions

Particle physics describes matter as consisting of structures of one or more

fundamental particles, which interact via four fundamental forces. This model of

matter and interactions is known as the Standard Model[1][2][3]. In the Standard

Model of particle physics, there are many experimentally determined parameters.

These parameters include the coupling of various forces and fields, the strength

of the Higgs mechanism, and the imperfect symmetry between matter and anti-

matter[4]. The rate at which certain processes occur provides a useful measurement

tool for testing these parameters. One such process is the production of multiple

force mediator bosons in association with each other. Interactions which produce

the carrier particles for different forces may include hints as to similarities and con-

nections between the different particles involved[5]; one such example, production

of a Z boson and photon, is the topic of this thesis.

Diboson production is a frequently studied aspect of the Standard Model of

particle physics, but the bulk of analyses focus on decay channels optimized for

signal to background ratio, such as dimuon and dielectron decays[6][7][8][9], as well

as neutrino decays[10]. Certain more highly populated channels have not been

analyzed by many experiments, due to concerns that the greater background would

make an analysis infeasible. One such channel which has not yet seen publication

is the production of a Z boson and an associated photon, where the Z boson then

decays into a b and b̄ quark pair. As Zγ production is a relatively rare Standard

Model process, this channel is especially sensitive to the possibility of previously

unknown physics processes not included in the Standard Model.

This analysis measures the cross section of Z+γ production where the Z → bb̄
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decay occurs, so that this can be compared to Standard Model predictions. These

predictions have already been tested in leptonic decay channels because hadronic

colliders in general (and CDF in particular) have much lower background for leptonic

processes, relative to background for quark processes, allowing for superior signal

to noise ratios. Being able to check these measurements with the proposed channel

will allow for improved verification of these measurements in addition to providing a

possible verification of a signal for other particles which have hadronic decay modes,

such as the Higgs boson.

Because this analysis only includes bb̄+ γ final states, proper identification of

jets associated with b quark production is essential. For the CDF Run II dataset

this is highly dependent upon data obtained using the silicon tracking detectors

near the primary vertex to identify secondary vertices which are associated with

production of heavy flavor quarks. To this end, a report on certain aspects of the

CDF Run II Silicon detector is included, as well as some description of the technical

support that was necessary for the continuing operation of the silicon detector. A

brief summary of CDF control room operations relevant to data-taking will also be

included.
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CHAPTER 2

STANDARD MODEL

2.1 Forces

Our current understanding of physics identifies four fundamental forces, which

govern how matter interacts: gravity, electromagnetism[3], the weak nuclear force[11],

and the strong nuclear force[2][12]. Gravity is simultaneously the most familiar and

most poorly understood force, responsible for the fall of apples to earth, as well

as the earth’s orbit around the sun. A satisfactory quantum description of grav-

ity currently eludes the physics community. Electromagnetism incorporates electric

phenomena due to the presence of both charge and magnetic effects, which are

grounded in the motion of such charges. The weak nuclear force governs the decay

of many subatomic particles, with nuclear beta decay the most familiar example.

The strong nuclear forces keeps the nucleus and the constituent particles which make

up the nucleus close together, overcoming their electrical repulsion. In elementary

particle physics, we focus on the latter three, due to their relative strengths. An

explanation of why gravity is so much weaker still awaits experimental testing, and

is beyond the scope of this work. Thus, we consider the other forces together with

what we consider the fundamental constituents of matter as part of the Standard

Model of particle physics.

The Standard Model is dependent upon a set of parameters which govern the

behavior of the different particles and forces. One such parameter is the strength

of coupling with the Higgs field which gives rise to the various masses of different

particles[4]. Interactions in the Standard Model follow a number of conservation

laws, some of which are familiar in composite systems. Conserved quantities in-

clude energy, linear momentum, angular momentum, and charge, as well as certain

quantum numbers associated with the number of particles and anti-particles of a
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given type. Anti-particles exist for every particle, possessing equal mass and op-

posite electrical charge. A particle can interact with its anti-particle in a process

known as annihilation, when the total mass of both particles is converted into en-

ergy, which can be used to produce a new and different pair of particles.

2.2 Fundamental Particles

Particles are classified as fundamental if they do not consist of smaller, more

fundamental particles. Therefore, the electron is fundamental, while the proton,

which consists of three quarks, is not a fundamental particle. The Standard Model

divides fundamental particles into fermions and bosons, based on whether they

possess intrinsic half-integer or integer spin. Spin, or intrinsic angular momentum

(similar to rotational angular momentum of a macroscopic object), governs the way

particles interact with other particles of the same type. Specifically, multiple integer

spin bosons can exist in the same quantum state, while fermions must possess unique

quantum states in accordance with the Pauli exclusion principle. Of course, not all

of these particles are fundamental, so we can isolate twelve fermions (together with

their anti-particle counterparts) which are not composed of other, smaller, more

fundamental particles. Interactions between particles are modeled by the exchange

of carrier particles, each of which is a boson and is associated with a particular

force.

The fundamental fermions are classified based on whether they are capable of

interacting via the strong nuclear force. Those which do interact using the strong

nuclear force are known as quarks[13], while those that are not impacted by it are

known as leptons. Both quarks and leptons can be divided into two more families,

all consisting of three generations, based on shared properties. For quarks, these

families are distinguished by charge. Those quarks with a charge equal to 2/3 are

one family, while those with charge −1/3 compose another. Leptons are divided
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into neutral-charge neutrinos and their associated charge −1 elementary particles

(electrons, muons, and taus).

The Standard Model is depicted visually in Figure 2.1. The leftmost column

contains the first generation of fermions, which are the least massive, with the heav-

ier fermions of the second and third generation to the right. The rightmost column

shows the bosons responsible for strong, electromagnetic, and weak interactions.

Bosons do not follow the Pauli exclusion principle, and are the means by which

Standard Model particles exchange energy and momentum in an interaction. The

photon, γ, governs electromagnetic interactions. Gluons, g, carry the strong nuclear

force. The weak nuclear force has both a charged carrier particle, W , and a neu-

tral carrier particle, Z. Section 2.3 describes Standard Model interactions in more

detail.

Due to the nature of the strong force, lone quarks are not observed, being

present only in composite particles. Composite particles made up of multiple quarks

are known collectively as hadrons and are separated into two categories: mesons and

baryons. Mesons consist of a quark bound to an anti-quark and have integer spin.

Baryons consist of three bound quarks (anti-baryons consist of three bound anti-

quarks) and have half integer spin. The most familiar baryons are protons and

neutrons. One interesting point to note is that there is no category of anti-mesons,

since swapping particles for anti-particles (and vice versa) will yield a meson (in

some cases, the very same meson).

2.3 Interactions with Standard Model Forces

The Standard Model describes these particles as interacting via the exchange

of gauge bosons, which are sometimes known as carrier particles, as they exchange

energy and momentum between interacting particles as the manifestation of the



6

Figure 2.1: Visual Representation of Standard Model1

force by which the particles interact. For the strong force, these particles are glu-

ons, and the theory which concerns these interactions is known as quantum chro-

modynamics (QCD)[2]. The strong force obeys a unique (among elementary forces)

scaling with distance known as asymptotic freedom. Thus, if various individual

quarks are sufficiently separated, the gluons exchanged reach sufficient energy to

produce additional quark/anti-quark pairs. Thus, lone quarks have never been ob-

served, and their observation would greatly impact our understanding of the strong

nuclear force.

1Source: Fermilab Media Services[14]
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For electromagnetism, the carrier particle is the familiar photon, whose mass-

less nature permits the infinite range of electromagnetic phenomena. As the earth

has a far greater mass than net electric charge, gravity is perhaps the most obvious

of the fundamental forces in typical experience, and is very important at cosmo-

logical scales. What is less obvious is that most other routinely observable forces

arise from electromagnetic sources, as this dominates molecular interactions which

coordinate to give rise to macroscopic motion.

The weak force is responsible for more massive quarks and charged leptons

decaying into less massive particles belonging to a different generation, the most

familiar such process is the beta decay of atomic nuclei. In the most common beta

decay process, a down quark inside a neutron decays into an up quark, changing

the composite particle into a proton, with an electron and antineutrino carrying

away the additional charge and energy. Particles beyond the first generation are

typically only observed in cosmic rays or accelerators. Neutrinos, which interact by

the weak nuclear force, and not electromagnetism (as they are electrically neutral)

or the strong nuclear force, are extremely difficult to observe directly anywhere.

Weak interactions can either be classified as charged-current or neutral-current, so

two different carrier particles for the weak force exist: the charged W boson, and

the neutral Z boson, each of which has a mass roughly 100 times larger than that

of a proton.

This analysis will focus on the Z boson, which can decay in various ways,

constrained by the usual conservation laws, which, since the Z is a neutral particle,

typically consist of a lighter particle and its anti-particle, which head off in opposite

directions in the rest frame of the Z boson. Based on the PDG publications[15],

roughly 10% of the time, the Z decays into a charged lepton/anti-lepton pair, with

roughly an equal probability of each generation (as the Z has a much larger mass
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than even the tau). Another 20% are classified as invisible decays, which would

include all neutrino decays. The remaining 70% of the time, the Z boson decays

into hadrons (that is, matter consisting of quarks). Comprising 15% of the total

Z decays, the decay into a b quark and a b̄ anti-quark is the most common single

family decay mode observed. One interesting aspect of Z boson decays is that the

decay into a pair of photons is forbidden by the Standard Model[5].

Of great public discussion recently is the Higgs field, which determines the

observed masses of the fundamental particles[4]. According to the Standard Model,

higher mass is due to a stronger interaction with the Higgs field. Since the Higgs

boson (the particle associated with the Higgs field, as the photon is the particle

associated with electromagnetic fields) is also electrically neutral, it can decay in

some of the same ways as a Z boson, making the topic of the current analysis a

possible background or calibration channel for Higgs production measurements.

2.4 Standard Model Processes at Hadron Colliders

In the Standard Model, a proton is interpreted as a bound state of three quarks

(two up, one down)[16]. In order to preserve the bound state, these quarks exchange

gluons, which can also interact with other nuclear matter. At higher energies, these

gluons can produce quark/anti-quark pairs of any generation permitted by their

energy. To distinguish these quarks present in a proton, the nominal quark content

is described as the valence quarks of the nucleon, while the less enduring quark/anti-

quark pairs are called sea quarks[16]. If an outside particle should happen to interact

with the proton while such a pair exists, it may interact with any of these types of

particles, gluons and sea quarks in addition to the valence quarks. For historical

reasons, these elements of hadronic matter are known collectively as partons[16], a

term which predates the quark model. At a fundamental level, interactions involve

these constituent partons, and not the entire hadron.
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Hadron colliders have an important place in high-energy searches for new

physics due to their interactions via all fundamental forces (gravity currently ex-

cepted as a quantum model has not been satisfactorily established). While each

parton only possesses a fraction of the energy of the entire particle, which reduces

the amount of energy available for making new particles, there is a greater range

of parameter space available for interactions to occur. This allows for simultaneous

probing of many different possible energies at the same hadron collider energy.

Although the gluons present can only interact via the strong nuclear force, the

quarks present may interact via the strong nuclear force, electromagnetism, or the

weak nuclear force. Thus hadron collisions, where quarks are the active elements,

may involve any of the established quantum fundamental forces. The likelihood of a

given force interacting is directly related to its strength, and the strong nuclear force

is roughly 100 times stronger than electromagnetism and roughly 106 times stronger

than the weak nuclear force, and 1039 times stronger than gravity[17]. Thus, hadron

colliders produce a large amount of strong interactions, with smaller cross sections

for electroweak processes.

2.5 Diboson Production

One set of processes relevant to the Standard Model is the production of

multiple gauge bosons in a single event. These can be used to test Standard Model

predictions and to search for certain types of new physics. A noteworthy example

is that many states with two bosons can be produced by the decay of a heavier

particle, and the decay states of such a particle might also also match the decay

states of a combination of bosons. Of especial note is the production of a Z boson

together with a photon. Two different Standard Model methods of generating this

combination are shown in Figure 2.2. Since the Z is electrically neutral, it does not

interact directly with the photon, making this an intriguing potential test for new
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physics. Although the Z boson does not interact directly with photons, a photon

can be radiated by a quark which goes on to produce the Z boson or a charged

product of the Z decay. When the photon is radiated by an incoming particle, it

is known as Initial State Radiation (ISR), and when the photon is produced by an

outgoing particle, it is called Final State Radiation (FSR).

Figure 2.2: Feynman diagrams for ISR and FSR events

Initial State Radiation and Final State Radiation comprise the two established

Standard Model channels for Zγ production, but this search is sensitive to certain

interactions not currently incorporated into the Standard Model[5]. One possibility

it that the Z boson is a composite structure of multiple charged particles. In this

case, the charged component particles could produce a photon, thereby increasing

the observed number of Zγ events. Models which incorporate a composite Z boson
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are currently out of favor, as the observed Z boson mass width is more narrow than

would be expected for a composite particle[18]. Another possibility is that while

there is no direct Zγ coupling, that the three-boson couplings ZZγ and Zγγ might

occur[6]. If either of these proposed vertices is present, the observed signal of dibo-

son production will exceed current Standard Model predictions. Another possible

enhancement of the Zγ cross section is the possibility for a more massive neutral

particle, such as the Higgs boson, to decay into a photon and a Z boson. However,

due to the low branching ratio of the Higgs boson decaying into a photon and Z

(less than one percent!), this channel is not a part of current Higgs analyses[19].

As shown in Figure 2.3, the cross section for Zγ production decreases as Eγ
T

(transverse energy of the photon) increases, as radiation of a single photon from a

charged particle (either associated with an incoming or outgoing parton, but not

the Z) is less likely to produce high energy photons. Therefore, Zγ production is

highly sensitive to the chosen Eγ
T cut, as increasing the cut can drastically reduce the

signal. At the Tevatron energy level, requiring Eγ
T > 10 GeV, the heavy flavor final

state pp̄ → Zγ → bb̄γ targeted by this analysis has an estimated cross section of

2.5 pb[20]. When the cut on photon energy is tightened (E>
T 15 GeV), the predicted

cross section drops to about 1.5 pb, a forty percent reduction. For this analysis,

we require Eγ
T > 15 GeV, along with additional kinematic cuts, which reduce the

expected cross section down to 0.35 pb. The two different cross section predictions

are generated using distinct methods, making direct comparison difficult. This

analysis uses the same Pythia Monte Carlo simulator used to help generate the

simulated signal sample, while Reference [20] uses a method optimized specifically

for diboson production[5].
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Figure 2.3: Cross section for Zγ production as a function of Eγ
T [20].
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CHAPTER 3

CDF DETECTOR

3.1 Accelerators and Elementary Particle Physics

This analysis considers production of a Z boson in conjunction with a photon.

In order to produce Z bosons, it is necessary to use very high energy particles. The

current preferred method for probing Standard Model interactions is to accelerate

charged particles to relativistic velocities, and then collide them either with a fixed

target or with another particle of similar energy traveling in the opposite direction.

Head-on collisions possess a higher energy in the center of mass reference frame

than fixed target collisions, and thus are the currently preferred method of reaching

the highest possible energies given current technology. Classically, two particles

colliding head-on possess four times the kinetic energy of a single particle of the

same energy colliding with a fixed target. Special relativity actually increases the

energy gain much further than this classical value, with the equivalent kinetic energy

Teq needed to produce the same reaction as two particles colliding with kinetic energy

T give by: Teq = 4T (1 + T
2mc2

)[17]. If protons and antiprotons (mass 938 MeV) with

kinetic energy of 980 GeV are used, Teq is over 2000 times larger than T , a factor

of 500 increase over the classical result. The technical challenge of colliding beams

of particles is certainly worth it in terms of the results!

Over the years, different methods of accelerating particles to increasingly

higher energies have been developed. The basic principle is to apply electric fields to

a charged particle, which increases its velocity and energy. The experimental setup

used to do this is known as an accelerator. In a linear geometry, a radio-frequency

electrical field can be applied to a length through which the particle travels, with

shielding placed so that the particle only experiences an electrical impulse in the

forward direction. This method is limited in part by the ability to obtain sufficient
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land for a satisfactorily long linear accelerator.

A more compact geometry is obtainable by using magnetic fields to steer

the charged particle. Using this method, a single electrical potential can be used

repeatedly for the same particle, with the magnetic fields moving the particle in a

curved arc so that it returns to roughly the same place. One clever method of using

magnetic fields to improve accelerator performance is known as the cyclotron[21].

In a cyclotron, two regions of constant magnetic field force the particle to travel

in a semi-circle, crossing and re-crossing a gap in between the two magnets, where

a radio-frequency electric field accelerates the particle. This works because the

particle travels at a wider radius as it accelerates, maintaining the same period

of rotation as energy increases by moving to a larger radius. In a cyclotron, the

particle accelerates as it moves out from the center in a spiral, eventually reaching

the edge of the magnets. A variation of the cyclotron known as the synchrotron

now dominates circular accelerator design. In a synchotron, only a small ring is

magnetized (as compared to a large half-circle), and the magnetic field is increased

to preserve a constant radius for the particle path as energy increases[22]. For a

synchrotron, the physical size of the magnets is less of a design constraint than the

strength of the magnets, and the amount of space needed for the appropriate radius

of curvature of the accelerator.

Either leptons or hadrons may be used in such collisions, each with different

characteristics. Lepton colliders typically accelerate electrons and positrons (anti-

electrons) in opposite directions. Many successful electron colliders have provided

particle physicists with enough data to pose new questions for the next generation

of accelerators. Electrons radiate energy in the form of photons when in a mag-

netic field, which makes it harder to reach the energy frontier with electrons in

circular colliders. There are two proposed lepton colliders which would probe the
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energy frontier, both of which circumvent the difficult of electron radiation. The

proposed International Linear Collider[23] does so by constructing a very long lin-

ear collider, and the Muon Collider proposes to use muons instead of electrons in

the collision[24]. Lepton colliders are excellent environments for the measurement

of certain energy-specific processes, because all of the beam energy goes into the

interaction (this also simplifies searches for missing energy). Since leptons are fun-

damental particles, there are no observer elements in the interaction, and therefore

no underlying interactions between observer elements.

The Large Hadron Collider at CERN (LHC) reaches the highest energies (aside

from cosmic rays, which are notoriously hard to control) currently available for

particle physics with data collected in 2012 at
√
s = 4 TeV[25]. Prior to the start of

operations of the LHC, the highest energy collider was the (now-retired) Tevatron

at Fermilab, where protons and anti-protons were collided head-on at 980 GeV

each[14]. This analysis considers the data collected at the CDF (Collider Detector

at Fermilab, formerly Collider Detector Facility)[26], one of two detectors present

at the Tevatron.

3.2 Tevatron

Although eventually surpassed by the Large Hadron Collider at CERN, the

Tevatron accelerator at Fermi National Accelerator Laboratory was for many years

the highest energy collider in the world. Over the course of 25 years, the Teva-

tron produced proton/anti-proton collisions using magnetic fields to direct the two

counter-propagating beams, with the beams focused to greatly increase collision rate

at the site of the two detectors along its main ring, CDF[26][27] and D0[28]. These

two detectors provided data used in many analyses, most famously the discovery of

the top quark[29].

The Tevatron is a multi-stage accelerator, with the final stage consisting of
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the main collider ring, where the collisions occur at fixed points (the center of

the CDF and D0 detectors). Protons are generated by ionizing hydrogen gas, and

selected based on charge. Anti-protons are generated from protons colliding at

high energy with a fixed target. Outgoing anti-protons are separated based on

their unique charge/mass ratio, and circulated through a recycler ring by external

magnetic fields. This preserves the valuable anti-protons from their destruction by

interaction with matter, which has a rather high proton population. The primary

beamlines for the Tevatron collider, together with beams of particles destined for

fixed-target experiments, are superimposed upon an aerial photograph of Fermilab

in Figure 3.1.

In order to reach the 1.96 TeV Ecm desired, each beam is accelerated to 980

GeV. This is done through several stages, each of which increases the proton energy.

Freshly ionized protons are passed through a Cockcroft-Walton[30] preaccelerator,

which increases their energy to 750 keV. Next, these are exposed to a radiofrequency

linear accelerator (shielded so as to only present one voltage polarity to the pro-

tons), which boosts energy to 400 MeV. A booster synchrotron increases the energy

of these 400 MeV protons up to 8 GeV, at which energy the protons pass into the

Main Injector. The Main Injector is an elliptical synchrotron which increases en-

ergy of protons to 150 GeV for injection into the main Tevatron ring. The Main

Injector also (separately) raises the anti-proton energy to 150 GeV. At 150 GeV,

both protons and anti-protons are loaded into the main Tevatron collider ring, a

synchrotron which brings each beam to 980 GeV, and preserves that orbit while the

beams slowly depleted each other via collisions (and while more anti-protons were

being collected for the next set of collisions). Superconducting magnets allow the

Tevatron to produce and maintain the strong magnetic fields necessary for the op-

erational energy. Additional information is available through the Fermilab website,
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http://www.fnal.gov/pub/science/accelerator/.

Figure 3.1: A schematic view of the Tevatron beamlines at Fermilab.1

3.3 Collider Detector at Fermilab

In order to study high-energy particle interactions, specialized detectors are

built near the interaction region in order to observe the outgoing particles and

obtain the information necessary for analysis. Typically, some method of tracking

1Source: Fermilab Media Services[14]
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charged particles is used near the interaction region, with a magnetic field applied to

gain momentum information about charged particles, and calorimeter detectors are

placed outside of the tracking region to bring particles to a stop in order toestimate

energy.

Because each particle in a collider detector has substantial energy due to its

motion in the direction of the beam’s travel, energy and momentum are frequently

calculated only in the plane orthogonal to the direction of motion. That is, only

momentum due to motion perpendicular to the beamline is included in these cal-

culations, and any energy due to motion in the direction of the beam is ignored.

When used in this manner, these are called transverse momentum (pT ) and trans-

verse energy(ET ). As precise measurement of outgoing momentum along the beam

axis is very difficult, these quantities are used for this analysis.

In order to designate direction inside the detector, a polar set of coordinates

are defined. At CDF, the angle θ is the angle made relative to the direction of

motion of the incoming protons. The angle φ is the angle relative to the beam axis.

Rather than use θ, a related quantity, known as the pseudorapidity is defined as

η = − ln [tan (θ/2)]. A particle traveling exactly perpendicular to the beampipe will

have η = 0, and the magnitude of the pseudorapidity increases at angles closer to

the beampipe[31]. Pseudorapidity has the convenient property that differences in

η are invariant under boosts along the beam axis. This means that the difference

in η for particles in an event is the same, even if the net boost of the interacting

particles changes.

This analysis measures events where a photon and a Z boson are produced,

where the Z decays into a b quark and its anti-quark. Since the Z is much more

massive than two b quarks, this quark pair has high energy. When a quark pair

is produced at high energy, it quickly generates a number of hadrons out of the
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quark/anti-quark pairs produced by the separation between the original quark/anti-

quark pair. These hadrons tend to follow similar trajectories, centered around the

direction of motion of the original quark. This group of hadrons is called a jet by

the particle physics community, and since a single interaction at Tevatron energies

is capable of producing hundreds of particles[14], considering a jet as a composite

whole can greatly simplify some analyses. Production of a high energy quark is

observed in a detector as a narrow jet of particles (mostly hadrons). Since b quarks

are more massive than their smaller fellow quarks, they decay relatively quickly.

Because the b quarks are generated at relativistic energies, they are boosted, and

travel a measurable distance from the interaction region before decaying. This

decay produces a secondary interaction point which appears to the detector as the

jet originating at this secondary vertex. Therefore, it is necessary to identify these

secondary vertices in order to distinguish b jets from lighter flavor jets. At CDF,

this is done using tracking information obtained from silicon strip detectors near

the interaction point[31]. A more thorough description of the silicon detector can

be found in Appendix A, but the general function of the CDF detector is described

here. Thorough descriptions of all systems are detailed in the Technical Design

Report for the CDF detector[26].

The silicon subdetector system at CDF consists of three different systems, each

of which consists of silicon strip trackers to provide the most thorough information

possible as to the paths taken by charged particles near the interaction point. The

innermost system, known as Layer 00, rests directly on the beampipe, a few short

centimeters from the interaction point. This system of single-sided silicon strips

improves resolution of tracks near the primary vertex, but requires more stable

beam conditions in order to operate safely (as compared to the D0 detector also

present at the Tevatron). The second system in the silicon detector is called SVX,
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which consists of 6 layers of double-sided silicon strips. The outermost system is

the set of Intermediate Silicon layers (ISL), which provide more tracking via silicon

strip detectors, while still resting inside the other parts of the detector. The ISL

subdetector consists of five double-sided silicon strips, each mounted in a staggered

pattern to provide additional tracking between SVX and the rest of the detector.

Depending on the angle at which a particle travels with respect to the beam pipe,

it encounters one or two of these ISL strips. These three systems are referred to

collectively as SVX II, as they constitute a clear upgrade over the silicon tracking

present in the first Tevatron run[31].

Outside of the silicon detector, additional tracking information (highly useful

for identifying more stable charged particles that reach the calorimetry systems)

is provided by a gas-filled chamber crossed by many wires known as the Central

Outer Tracker (COT). Similarly to how charged particles ionize silicon and cause

current to flow in the silicon tracking systems, the gas (a mixture of argon and

ethane) is ionized by charged particles moving through the gas, and these ions drift

towards the wires strung throughout the chamber. The charge picked up by these

wires is used to determine the paths of particles present in the decay. As the entire

tracking region is inside a superconducting solenoid, which produces a magnetic

field of 1.4 Tesla[26][27], the radius of curvature of these tracks allows reconstruc-

tion of the charge/energy ratio (as particles generated are typically relativistic, the

charge/mass ratio is more difficult to extract).

It is important to note that both the silicon detector and COT could only

detect charged particles. Neutral particles escape tracking and their presence must

either have be inferred from changes in the tracks of charged particles, or be observed

by the energy that they deposited in matter. One noteworthy aspect of tracking

chamber design is to limit the amount of energy that particles lose while passing
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through the tracking region. This is due not only to the fact that losing energy

causes a particle to also lose momentum (strictly speaking, this energy and momen-

tum is transferred into the medium of the tracking chamber, in accordance with

energy conservation), but it also reduces the accuracy of calorimeter measurements

of particle energy and alters particle direction.

Outside of the tracking region, the CDF detector has both electromagnetic and

hadronic calorimeters[26]. These systems consist of layers of scintillator material

sandwiched between layers of iron or lead, respectively, designed to interact with

the outgoing particles, creating a shower of lower-energy particles, which continues

until the particles are of sufficiently low energy that they stop entirely. A scintillator

is a transparent material that produces light when charged particles pass through

it, so the amount of light detected by a photodetector in a given layer is related to

the number of particles traversing that layer. As there is a certain maximum energy

at which the particles can be stopped in a given layer of a particular metal, it is

possible to reconstruct the total energy of a given incident particle based on the

size of the shower present in the calorimeter. Because two different materials are

used, some particles will stop in the metal and not reach the scintillator, where they

are detected by the electronics. Therefore, the total amount of energy is estimated

based on the sample of charged particles which are observed passing through the

scintillator.

The electromagnetic calorimeter is optimized to stop electrons and photons,

consisting of lead interspersed with scintillator material[26], while allowing hadrons

to pass through with relatively little loss of energy. The hadronic calorimeter has

thicker iron layers (to increase energy loss from hadrons), and is used to estimate

as best as possible the energy of incident baryons and mesons. The electromag-

netic calorimeter is designed to compose 19 interaction lengths for electrons and
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one interaction length for hadrons, while the hadronic calorimeter supplies another

4.5 interaction lengths for hadrons[26]. Individual calorimeter elements, each rep-

resenting a specific solid angle region of the detector, are known as towers. These

towers are grouped into wedges of 15 degrees each, split again between east and

west sides. Each wedge is approximately sixteen tons. Although not used in this

analysis, an additional layer of muon detectors are outside of the calorimeters, as

muons do not interact strongly with the calorimeter material (the rationale is that

any charged particle still present at that point is most likely a muon)[26]. As muon

events are relatively rare, they are frequently used to reduce background for many

analyses, including most diboson production analyses. In order to confirm appro-

priate functioning and to correct for drift in behavior over time, standard tests are

run on the detector systems when data is not being actively collected in order to

calibrate the systems.

Due to the sheer amount of data relevant to every event, and the limitations

of the data processing software and hardware available when CDF Run II was

designed, only several hundred events per second are retained for analysis. As

bunches of protons and antiprotons cross paths in the middle of the detector 1.7

million times a second, with multiple interactions possible in every beam crossing

(the instrumentation is designed expecting three interactions in a typical crossing),

it is obvious that significant pruning must have occurred before events could be

saved for analysis. In order to determine which events are preserved for analysis,

the CDF detector uses a three level trigger system, which was chosen to attempt

to maximize the amount of data deemed most interesting by the particle physics

community[32].

To further optimize performance, the trigger system is broken down into three

levels, each one more complex than the previous, and which reduces the events
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Figure 3.2: A cut-away view of the CDF detector2

retained for further analysis. Custom hardware and firmware, specific to CDF,

implement this trigger according to a compromise between calculation speed and

the ability to incorporate as many interesting physics processes as possible. As

many different elements of the detector are present in this process, when data is

not being actively collected (typically when a new quantity of protons and anti-

protons are being loaded into the collider ring), the different detector elements are

2Source: Fermilab Media Services[14]
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re-calibrated, and these calibrations checked for accuracy.

The first level selects roughly 25,000 events per second out of 1.7 million

bunch crossings, based on the fastest readout information, and temporarily stored

data from those events for further selection. Level 1, as this selection level is known,

only considers the results of individual regions of particular systems, for maximum

speed. The second level reduces these events to about 900 per second, obtaining

information from each element of the detector. One noteworthy element of the

Level 2 trigger is the ability to incorporate data from the SVX II system into the

decision-making process[26]. This trigger, based on the silicon tracking system, is

known at the Silicon Vertex Trigger (SVT), and is the first major use of silicon data

collection in the trigger process for a particle physics experiment. The third and

final level takes these events and reconstructs the event in question (the trajectories

of charged particles and the energy associated with each particle), and preserves

200 events per second for later analysis[32].

Because CDF produces many different types of events interesting to the parti-

cle physics community, the trigger process takes into account a number of different

sets of observables deemed interesting to the collaboration. Each of these is help-

fully referred to as its own trigger, and it is the collection of the various triggers

which is used by the hardware and software to determine which events are retained

for further analysis. Due to the constraints of data-taking, each of these specific

triggers can be set to thin out events which meet its criteria, so that the detector is

able to maintain a roughly constant rate of event retention, even as the interaction

rate declines. To avoid distorting analysis, the events which pass a specific trigger

are flagged as such, and are incorporated into a dataset. This dataset contains all

events which passed the associated trigger and were preserved for analysis.

At this point, detector data is fed into a farm of computers, working in parallel,
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in an attempt to, as best as possible, reconstruct the paths and energy of individ-

ual particles present in the event. This process compares track information and

calorimeter information to identify the various particles produced in a given inter-

action, and the energy possessed by each particle. With this particle identification

information, the data is considered ready for analysis.
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CHAPTER 4

OVERVIEW OF ANALYSIS

This analysis measures the cross section of the production of a Z boson as-

sociated with a photon, where the Z decays into two heavy flavor jets, based on

gamma + bb̄ data collected at Fermilab National Accelerator Laboratory through-

out CDF Run II, corresponding to an integrated luminosity of 9136± 548 pb−1. At

hadron colliders, due to the relative strengths of the fundamental forces, strong in-

teractions dominate. Therefore, many QCD processes will produce event signatures

to γ + Z production, where the Z decays hadronically. For this reason, hadronic

end states of electroweak processes are infrequently studied at hadron colliders,

due to the large presence of QCD processes with the same outgoing particles[5]. A

search for γ+Z production was made at CDF, including all possible hadronic decay

modes, but did not obtain a conclusive result[33], due to lack of sufficient separation

between signal and background for the statistics available. This measurement sup-

ports the Standard Model prediction for diboson production, as previously observed

in leptonic decay channels[8].

This analysis aims to improve upon the previous result for hadronic decays

by incorporating the entire CDF Run II dataset and selecting only heavy flavor Z

decays. To reduce the background ratio, this analysis considers only the highest

mass hadronic mode (bb̄), which also has a slightly higher branching fraction than

other similar hadronic decays. In order to do this, it is necessary to have an effective

method of distinguishing b quarks from lighter quarks.

Due to significant kinematic overlap between signal and irreducible back-

ground (that is, events not involving a Z boson that still had the same γ + bb̄

signature), this analysis uses a neural network to distinguish between these two

types of events, and fits the neural network output to templates generated by the
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Monte Carlo samples which simulate the two types of events. A further discussion

of the nature of these samples and the tools used to analyze them can be found in

Chapters 5, 6, and 7.
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CHAPTER 5

ANALYSIS TOOLS

This analysis incorporates several specialized tools in order to accurately iden-

tify γ+Z events, model signal and background behavior, calculate uncertainty, and

manage the data analysis process. Because artificial neural networks are critical

to this analysis, a description of the structure and function is provided. Due to

the complexity of the CDF data, it is not possible to review events manually. In

order to efficiently analyze particle physics data, physicists write computer scripts

to manage the particular steps of the analysis. This analysis uses a C++ based data

analysis software package known as ROOT. In order to compare data with theo-

retical expectations, a Monte Carlo process is used to simulate events according to

theoretical predictions. This chapter describes the nature and use of each of these

tools, as used in this analysis.

5.1 Artificial Neural Networks

The term neural network is derived from the word neuron, and is used to

describe both natural and artificial systems that function in a similar manner, based

on how the brain functions[34]. One attempt to model mental processes in animals

is to connect electrodes to various neurons, and try to determine correlations in

neural activity in specific neurons.

Artificial neural networks attempt to replicate this process by setting up a

network of nodes, with connections between nodes adjusted to possess the desired

behavior. This analysis uses a particular type known as a multilayer perceptron,

which is used here to distinguish between two data samples based on different values

for physical measurements (and simulated equivalents) obtained in the experiment.

A multilayer perceptron takes as its inputs two samples of simulated collisions

reconstructed using a simulation of the CDF detector (the simulation process is
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described in Section 5.3), each tagged, and attempts to generate a non-linear relation

that yields a numerical value between 0 and 1, with values closer to 1 signifying

events more similar to those described as signal and values closer to 0 being more

typical of background. A multilayer perceptron consists of a set of input nodes (the

different variables to be used to discriminate between the data sets), one of more

layers of hidden nodes, each of which depends mathematically on the previous layer

(nodes in the first hidden layer are functions of the input nodes), and one output

node, which is a function of the nodes in the last hidden layer. The functions by

which each layer depends on the previous layer are adjusted iteratively to improve

the separation between signal and background in the output.

Determining the most appropriate neural network for a particular analysis is

not trivial, and is somewhat subjective[35]. In principle, the quality of a neural

network is determined by the precision of its ability to distinguish between the

different types of events. Therefore, in order to absolutely determine which neural

network is preferable, the most definitive method would be to complete the entire

analysis for each network, and to use the network that yielded the smallest error.

However, since the neural network output depends upon a variety of systematic

effects, this process is non-trivial, and instead neural networks were evaluated based

on the desirability of the output template shapes for signal and primary background.

An idealized artificial neural network would output a value near 0 for all background

events and a value near 1 for all signal events. The photon identification artificial

neural network used to enforce the purity of the γ signature in the data very nearly

approximates this behavior (though there are small numbers of events present in

the intermediate region, and a small number of background events that are present

in the signal region), while the multilayer perceptron developed for this analysis

falls short of this ideal.
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In order to determine which neural network architecture should be used for

this analysis, it was necessary to make a judgment as to the value of various neural

networks. One important caveat is that while increasing the number of iterations

used to generate the network will improve the separation of the training samples,

it may have several unwanted features. Most salient is the possibility of “over-

training,” the situation where the neural network becomes overly dependent upon

specific aspects of the particular training samples used, rather than on the general

behavior of the overall distribution of actual events. In order to combat this ten-

dency, it is typical to set aside a number of events to be used to test the performance

of the network, while other events are used specifically to train the network. Thus,

with each training iteration, it is possible to numerically compute the separation in

both the training and test samples. After a certain point, the performance of the

network starts to become less effective for the test sample while still improving the

training sample performance. This phenomenon is the heart of over-training.

There is no clear way to determine from first principles the best architecture

for the neural network itself. A judgment must be made based on the shape of the

distribution of neural network outputs for signal and background events (ideally, this

should encompass both test and training samples[35]). It is highly desirable that the

output distribution for signal events forms a clear peak with a value relatively close

to 1. This peak should be relatively smooth, and not have too much fluctuation

(which would suggest too small of a training sample). Likewise, it is undesirable for

the background distribution to appear similar to the signal distribution, as it then

becomes difficult to distinguish the two. Furthermore, it is quite valuable for the

background distribution to be smooth in the region of peak of the signal distribution.

This can be a flat distribution, or it can be a smoothly declining distribution. In

both cases, it is quite desirable to have limited fluctuations and peaks outside the



31

signal region, as this can lead to fitting based on those fluctuations, which are not

necessarily strongly descriptive of the idealized distribution. An exception can be

made if there is minimal background present in the signal peak, of course, but in

cases where there is significant overlap between the two sample distributions, the

smoother the two signals are, the more desirable the neural network.

These are, of course, means to the overall objective of developing a neural

network, which is to have a reliable tool for distinguishing between signal and back-

ground. To this end, neural networks are judged by the template shapes that they

produce. The primary objective is to have a clear difference between the two dis-

tributions in the signal peak region, while having the distributions sufficiently clear

to ensure that the fitting algorithm depends most strongly on behavior in the peak

region.

This analysis uses two distinct neural networks. The first neural network is

used for identification of photon candidates, and is a standard network developed for

such purposes at CDF[36]. The second neural network was developed in the course

of this analysis and trained to distinguish between signal and background events.

The development and implementation of this neural network was the primary avenue

for this analysis.

5.2 ROOT data analysis software

The number of events, and the amount of information relevant to each event,

effectively require the use of computer scripts in order to adequately process, eval-

uate, and display data relevant to the analysis in any reasonable length of time.

To facilitate this process, the particle physics community has developed some spe-

cialized coding tools for use in particle physics analysis and research. This analysis

uses the ROOT system of C++ libraries, which is the current standard for particle

physics research[37]. Originally developed in 1995, and an official product of CERN
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since 2002, ROOT is an object-oriented framework for data analysis, with a large

number of predefined objects and associated functions, optimized for the needs of

the particle physics community. The layered class hierarchy of ROOT incorporates

roughly 1200 classes, contained in 60 libraries, which are divided into 19 main cat-

egories. These libraries allow for many predetermined mathematical operations,

histogram manipulation, graphical presentation of data, and much more. Unless

otherwise noted, all steps of this analysis were performed using ROOT libraries and

commands.

While ROOT commands can be performed in command line format, it is far

more typical (and easier!) to write dedicated scripts, which are then executed in

command line form by the ROOT software. These scripts are written in standard

C++ syntax, while using the additional ROOT objects and functions as appropriate

for the analysis. One notable attribute is the ability to import data in a standard

format (known as an n-tuple) for use in a particular analysis, without changing

the original files. This allows for the construction of appropriate histograms, plots,

and other objects relevant to the analysis, while having previously selected only the

relevant events from a larger data sample. A discussion of the data selection process

is included in Chapter 6.

Since this analysis is heavily dependent upon performing complex fits, the

default ROOT architecture was considered a bit unwieldy for some of the desired

functionality. In order to obtain greater ability to analyze data, this analysis uses

the RooFit [38] package for ROOT to perform most fitting functions. Originally

developed for use by the BaBaR collaboration at Stanford Linear Accelerator Lab-

oratory, RooFit is an additional set of classes for ROOT, designed for more flexible

and intuitive fitting. RooFit defines a wide range of predetermined functions and

provides support for combining multiple such functions as required. One especially
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useful tool is the ability to describe certain functions (or histograms!) as probabil-

ity distribution functions for use in fitting data samples. By default, RooFit is a

log-likelihood fitting algorithm, and is capable of fitting both one-dimensional and

two-dimensional distributions of data, as well as providing support for graphical dis-

play of such distributions. For this analysis, the histograms derived directly from

the data sample are fitted to histograms which are considered to model the various

components present in the data sample. As RooFit provides a great number of tools

for generating distribution functions and fitting data to these functions, it is quite

useful for this analysis.

5.3 Monte Carlo generation

In order to adequately distinguish between different types of events present

in data collected at CDF, it is necessary to have the best possible understanding

of how these events differ from each other. Due to the complexities and uncertain-

ties involved, deriving this from Standard Model principles directly is not feasible.

Instead, standard procedure is to use a set of computer algorithms to generate a

simulated set of events that follow Standard Model behavior (or expected behavior

based on physics not in the Standard Model, if that is relevant to the analysis), with

actual values for parameters chosen probabilistically based on current best under-

standing of the process in question. This process of running repeated simulations

based on probability to obtain a data sample is known as Monte Carlo generation.

Monte Carlo generation for particle physics requires several steps. Initially,

the process to be modeled is defined at the most basic relevant level. This method,

known as parton-level generation, deals only with fundamental Standard Model

particles (quarks, gluons, leptons, and force-carrying gauge bosons). In this model,

protons are simulated as a mixture of quarks, anti-quarks and gluons, with the

probability of a given type of particle being involved determined by empirically
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based parton distribution functions (uncertainty in how to best model these provides

some systematic uncertainty, detailed later). This analysis used the MadGraph[39]

software to simulate these parton-level interactions.

As detailed in Chapter 2, individual partons (including quarks) are not neces-

sarily the same particles that interact with the detector. To this end, it is necessary

to simulate the formation of jets as well as any decays of unstable particles. This

is also determined using a Monte Carlo process (in this case, a separate one), and

is described as showering. This shower of simulated particles is then sent through

a simulation of the CDF detector, and the response of the CDF detector is simu-

lated to obtain simulated data of the relevant process as it would be observed and

recorded by the detector. This analysis uses the Pythia[40] Monte Carlo genera-

tor to handle showering effects and a standardized GEANT simulation of the CDF

detector[41].

In order to accurately reflect detector behavior, the event reconstruction pro-

cess of the CDF detector must be modeled as well as the individual detector ele-

ments. This means that the Monte Carlo process must simulate detector status,

response, and reconstruction algorithms in order to most accurately simulate the

data collected by the detector.

Monte Carlo generation is a powerful tool for generating a sample of data based

on our best knowledge of how the events in question are observed in the detector, as

well as providing an estimate as to how frequently such events occur. In cases where

the data generated via these Monte Carlo methods is similar to the data observed

in the detector, this strongly suggests accurate modeling. A discrepancy between

Monte Carlo and observed data can have one of two causes: an incorrect application

of the simulation process, or simulation software which does not incorporate all of

the processes present in the data. This latter case is indicative of a certain degree
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of either new physics or a need to adapt existing physics models. Such events are

quite exciting, but not present in the present analysis.
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CHAPTER 6

EVENT SELECTION

Because this analysis considers production of a Z boson in conjunction with

a photon, and requires that the Z boson decay into a b quark and b̄ antiquark,

this analysis considers only events reconstructed as having at least one photon

candidate, and at least 2 b-tagged jets. There are two methods of Zγ production,

distinguished based on whether the γ is associated with an incoming parton or an

outgoing quark. We designate pp̄ → Zγ → bb̄ as Initial State Radiation (ISR), as

the photon production is prior to the decay of the Z boson, while pp̄→ Z → γbb̄ is

labeled as Final State Radiation (FSR). (Feynman diagrams for these processes are

shown in Figure 6.1). We isolate pp̄→ γbb̄ events in our data sample, and attempt

to determine how many of these result from Zγ production, and how many are from

other sources (most notably QCD interactions).

Figure 6.1: Feynman diagrams for ISR and FSR events
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6.1 Datasets used

Since the CDF detector separates out events based on the trigger which deter-

mined that the particular event should be stored, analysis begins by selecting the

most appropriate trigger dataset. Because this analysis looks for a photon as well

as heavy-flavor jets, the γ+ SVT trigger is most appropriate for this analysis. This

dataset (known internally as cphb) consists of events with an isolated photon can-

didate together with a secondary decay vertex near the primary interaction point.

The full trigger requirements are specified in Table 6.1.

The Level 1 cuts require that a specific calorimeter tower record at least 12

GeV of ET , with this energy strongly concentrated in the electromagnetic calorime-

ter. At Level 2, these cuts are widened to include the local cluster of detector elec-

tronics, while enforcing that the event is central and that there is minimal energy

is the area near the photon. At this point, the SVT cuts are applied: specifically,

there must be at least one SVT track, with a certain minimum probability of the

reconstructed track being valid (as determined by the χ2 value associated with the

fit), and with at least the minimum transverse momentum and an impact parame-

ter between 0.12 mm and 1.00 mm from the primary interaction point, while still

being distinct from the primary vertex. The Level 3 cuts require that the COT

offline tracking match the SVT trigger tracking, and that the distribution of energy

in the electromagnetic calorimeter be deemed sufficiently associated with the track.

Note that Level 1 cuts are entirely based on the photon candidate, and that jet

requirements are not added until Levels 2 and 3.

In order to test the efficiency of the SVT portion of this trigger, a comparison

is made to the inclusive photon dataset (dataset cph1), which does not require the

SVT trigger, but requires Eγ
T > 25 GeV, a significantly tighter cut. This will be
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Table 6.1: Summary of trigger requirements at different levels.

Level 1

Trigger Tower ET > 12 GeV

Trigger Tower EHAD/EEM < 0.125

Level 2—Photon Cuts

L2 EM Cluster ET > 12 GeV

L2 EM Cluster EHAD/EEM < 0.125

L2 EM Cluster EISO
T < 1.0 GeV

L2 EM Cluster |η| < 1.1

Level 2—SVT Cuts

L2 SVT number of tracks ≥ 1

L2 SVT χ2 < 15

L2 SVT PT > 2 GeV/c

L2 SVT decay length D 0.120 mm< D < 1.000 mm

Level 3

L3 EM Cluster χ2
CES < 20

L3 Tracking SVT/COT matching tracks ≥ 1
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more fully explained in Section 6.2.

Monte Carlo data samples were generated for both ISR and FSR signal events,

together with the primary QCD background. Both signal Monte Carlo samples were

generated at leading order using MadGraph 4, while the primary QCD background

was generated to include next-to-leading order events using MadGraph 5. The next-

to-leading order event generation was obtained by explicitly specifying the presence

of up to one additional parton in the MadGraph events, and with MLM matching[42]

used to eliminate the possibility of double-counting in the Pythia showering. MLM

matching is a setting for Monte Carlo generation which allows for the presence or

absence of specific processes in the event. Specifically, production of additional

elements present in the MadGraph can be removed from the Pythia algorithm to

avoid having the same end state being produced in two different ways when the

two generators are combined. The most typical means of doing this is to eliminate

showering events which include energy above a certain threshold, or elements from

a jet which spread to too great of an angle.

The size of a data sample is measured by the integrated luminosity included

in the sample, while Monte Carlo data samples are measured by the equivalent in-

tegrated luminosity required to obtain that many events with the particular event

signature. This analysis is able to use the entire 9136±548 pb−1 of data collected at

CDF during Run II. The ISR sample (described as dataset px0s0b in CDF nomencla-

ture) comprises the equivalent of 1682 fb−1, roughly 200 times more than the entire

CDF Run II dataset. The FSR sample (dataset px0s1b) is the equivalent of 3045

fb−1, and the QCD γbb̄ sample is equivalent to 45.3 fb−1. As the QCD processes

that generate that particular sample are far more frequent than the Zγ produc-

tion processes, the equivalent integrated luminosity is far smaller for a comparable

number of events. As ISR is more kinematically distinct from the irreducible QCD
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background, this analysis is optimized to preferentially select ISR.

6.2 Trigger efficiency

One of the realities of collider physics is that every time a trigger is used to

select interesting events, some events which should be included fail to activate for

assorted reasons. Therefore, this analysis models the trigger behavior by considering

a related data sample. The portion of the trigger which is dependent upon the γ

kinematics can be modeled by imposing its restrictions on the Monte Carlo data,

and by increasing the Eγ
T cut from 12 to 15 GeV, so this requirement is imposed

upon the Monte Carlo, and need not be simulated. One important note is that the

cut on Eiso
T was changed during run period 0 from 3 GeV to 1 GeV, so this analysis

applies the latter cut to both data and Monte Carlo to enforce consistency in this

trigger.

In order to evaluate the efficiency of the SVT trigger, this analysis considers

the inclusive photon dataset cph1, which includes effectively all central isolated

photons with Eγ
T > 25 GeV. Selecting events with at least one b-tagged jet (Ej

T > 15

GeV, |ηj| < 1.5), the number of events which pass the SVT trigger is compared

to the total number of events present in the inclusive photon dataset. As no b-

tagging algorithm is completely pure or efficient (see Section 6.4 for a more thorough

discussion of b-tagging), this analysis uses profile matching on the secondary vertex

mass to estimate the contribution of light flavor (u,d,s) jets, charm jets, and b jets

to the total secondary vertex mass profile for b-tagged jets. Profile matching fits the

distribution of a parameter in data to a combination of the distributions for Monte

Carlo simulations of each element present in the data.

To determine the efficiency of the trigger, the number of b flavor jets tagged as

such in the inclusive photon dataset (as shown by the fit in Figure 6.2) is compared

to the estimated number of b flavor jets present in the entire dataset, without
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Figure 6.2: Mass associated with secondary vertex for jets passing inclusive γ trigger
and SVT trigger, jet ET between 20 and 140 GeV.

requiring the SVT trigger. As both of these quantities are determined by fitting

templates, for the highest energy events, more events were reconstructed as having

b quarks in the data with the SVT trigger than in the inclusive data. The large

statistical and systematic errors associated with this energy range help to explain

this obviously unphysical result.

The secondary vertex mass templates were obtained from Monte Carlo simu-

lation (generated using Pythia). The trigger efficiency was calculated as a function

of Ej
T , and is shown in Figure 6.3, the efficiency shows a slight increase at higher Ej

T ,

but is consistent with being constant over the entire region. In order to estimate the

systematic uncertainty is this calculation, the Monte Carlo secondary vertex mass

templates were shifted by ±3%, in accordance with estimated systematic uncer-

tainty in the jet energy scale at CDF[43]. All further Monte Carlo samples will be
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weighted according to this fit for trigger efficiency in order to simulate the efficiency

of the SVT trigger, based on the ET of their leading jet.
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Figure 6.3: SVT trigger efficiency as a function of jet ET in stored data.

6.3 Photon identification

Since photons are uncharged particles, they leave no detector tracks, nor are

they deflected by magnetic fields. Thus, in the CDF detector, photons are not

observable in any tracking region, and are instead identified by deposits of energy

in the electromagnetic calorimeter, together with an absence of a track associated

with the energy deposit. Furthermore, as shown in the trigger requirements (given

in Table 6.1), a significant amount of energy present in the hadronic calorimeter in

the vicinity of the photon candidate is used as an additional veto.

Because this signature can be produced by the decay of certain hadrons (such

as π0 → γγ), CDF has developed as standard photon identification artificial neural
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network[36], which attempts to distinguish between prompt photons (those asso-

ciated with the primary vertex) and photons which are the product of a hadronic

decay (noting that it is possible for multiple photons to be incorrectly reconstructed

as a single event if they are sufficiently close to each other). This neural network

considers isolation energy (energy in a region near the photon candidate, the ratio of

energy deposited in the hadronic and electromagnetic calorimeters by the candidate

particle, and the momentum of all particles in a region near the photon candidate,

among other experimentally determined parameters. This analysis requires that

the photon ID ANN output be > 0.85, which corresponds to roughly 90% signal

efficiency and 85% background rejection[36]. (See Table 6.2 for the list of full cuts).

6.4 b-Jet identification

As noted in Chapter 2, lone quarks generate a shower of particles known as a

jet. Since b jets are generated by the production of a high pT b quark, they must

include at least one hadron with a b quark. As the b quark is substantially more

massive than the first two generations of quarks, any hadron containing one must

also be ceteris parabis more massive than hadrons typically associated with lighter

flavor quarks. Since, in general, more massive particles decay more rapidly than

less massive ones, most b-tagging algorithms search for the presence of a secondary

decay vertex near the primary interaction point.

This analysis uses the Tight SecVtx b-tagger[44][27], which is one of the stan-

dard algorithms used to isolate b jets in CDF analyses. Compared to the other

standard, general-use algorithms, Tight SecVtx reduces efficiency in favor of greater

purity. Given the relative number of light flavor jets that pass the SVT trigger rel-

ative to the number of b flavor jets, this is a desirable property. It is worth noting

that the Higgs group at CDF found it necessary to construct their own b-tagging

algorithm (HOBIT) to better suit their search for H → bb̄ events[45]. Noteworthy
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is that HOBIT is itself a neural network, and the output of the HOBIT algorithm

can be used as an analysis cut, based on the desired purity and acceptance rates.

For the same purity as Tight SecVtx, HOBIT has roughly 40% higher acceptance.

Unfortunately, the HOBIT algorithm was not used in this analysis, as its use had

not generally spread beyond the Higgs group.

6.5 Kinematic cuts

To further reduce the number of QCD events present in the data sample, this

analysis imposed further kinematic cuts which had minimal impact on the Monte

Carlo sample of ISR events. The full list is shown in Table 6.2, but at least a few

of these merit specific explanations. Since the trigger requires Eγ
T > 12 GeV, this

cut is increased to 15 GeV for the analysis, to reduce the impact of trigger effects

on the data sample. As ISR γZ events typically have higher energy than QCD γbb̄

events, tighter analysis cuts are imposed here. Furthermore, the invariant dijet and

three-body masses have cuts imposed to isolate the region closer to the Z mass.

Specifically, only events with a dijet mass between 50 and 110 GeV are kept, and

a minimum three-body mass of 80 GeV is required. As the nominal Z mass is 91

GeV, and as the distribution of Eγ
T falls off rapidly for all samples involved, these

cuts should preserve nearly all signal events, while reducing background events.

The cuts on |η| are imposed to restrict the data sample to the central region of the

detector, where such events are most precisely measured. The angular separation

(∆R = ((∆η)2 +(∆φ)2)0.5) cuts are imposed to reduce that possibility of inaccurate

reconstructions, more so than to reduce the presence of QCD γbb̄ events.
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Table 6.2: Summary of cuts implemented in this analysis, excluding trigger require-
ments.

Eγ
T > 15 GeV

Leading jet ET > 30 GeV

Secondary jet ET > 20 GeV

mjj 50 < mjj < 110 GeV

mγjj > 80 GeV

∆R(γ, j1) > 0.7

∆R(γ, j2) > 0.7

∆R(j1, j2) > 1.5

Jet |η| < 1.5

|ηγ| < 1.0
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CHAPTER 7

DATA MODELING

For events that pass our trigger and analysis cuts, with a γ candidate and two

b-tagged jets, there are still four classes events which produce this signature. In

addition to the signal Zγ events, there are also QCD γbb̄ events, as well as events

where at least one element is misidentified. These fall into two main categories:

events where the γ candidate is not actually a photon associated with the primary

vertex, and events where at least one of the b-tagged jets does not actually contain

a b quark. An overview of each of these categories, and how they are modeled,

follows.

7.1 Monte Carlo datasets

In order to distinguish γbb̄ events that arise from Z decays from those gen-

erated by QCD processes, this analysis produced Monte Carlo data samples corre-

sponding to each particular process. For Initial State Radiation (pp̄→ Zγ → γbb̄),

a Monte Carlo sample equivalent to 1684 fb−1 was generated using MadGraph ver-

sion 4[39]. In CDF nomenclature, this dataset is described as px0s0b. The Monte

Carlo sample for Final State Radiation (pp̄ → Z → γbb̄) was generated in the

same manner, but due to the lower cross section for this process, the sample was

equivalent to 3045 fb−1, falling into the category known as px0s1b at CDF.

The irreducible QCD background, consisting of all events pp̄ → γbb̄, with Z

production explicitly forbidden, was simulated by a Monte Carlo sample generated

using MadGraph version 5, where up to one additional parton was explicitly per-

mitted in the MadGraph events, and MLM matching was used to eliminate the pos-

sibility of double-counting in the Pythia scattering (that is, additional events with

the equivalent of exactly one additional parton were not generated in the Pythia

showering process)[42]. The final Pythia showering process is fed into a simulation
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of the CDF detector, which uses GEANT version 4[41] software to imitate the ob-

servation of the particles present in the shower as they would appear in the CDF

detector. As this process is far more common the Zγ production, despite the larger

dataset size, it is still equivalent to only 45.3 fb−1 of data. CDF designates this data

sample as px0s9b for internal notation. The more generalized case of production of

photons in association with one or more b jets is an established parameter for CDF

data[46].

7.2 Misidentification of photon candidates

In order to estimate the number of events where the γ candidate is not a

prompt photon, it is necessary to model the number of non-prompt photons that

pass the photon ID neural network cut. Since the QCD Monte Carlo data sample

includes both prompt and non-prompt photons, it was used to generate templates

of photon ID neural network output for these two categories of events. These two

templates are then used to fit the data profile for photon ID neural network output,

yielding an estimate of the number of decay product γ pass the photon ID cut. This

plot is shown in Figure 7.1, and is used to estimate that 135± 31 fake γ events are

present in the γ + jets data and will pass the photon ID ANN cut.

To evaluate the systematic uncertainty in this estimate, two independent

methods were used. The first method was to shift photon ID ANN output by

±0.025 (which is one half the size of the bins used in the fit), then constraining it

to the interval between 0 and 1 (all events which would thereby leave this range

were set to the given endpoint). The second method was to fit a rebinned version of

the distribution consisting of only three bins: a bin that passed the cut γ ID ANN

> 0.85; a bin of events clearly not prompt γ (ANN output < 0.15); and a bin of in-

termediate events (0.15 < ANN output > 0.85). Combining these two uncertainties

in quadrature to obtain the total systematic uncertainty, this analysis calculates
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that, out of 1555 data events, 134.7± 9.0(stat.)±29.8(sys.) are due to non-prompt

photons being reconstructed as prompt photons and passing the photon ID ANN

cut. The rebinning sorts photon candidates into those that pass the analysis cut,

those that constitute the sideband for this background, and those that are least

likely to be actual photons.

In order to model the effect of the template shape of this particular background

on the remainder of the analysis, a data sideband was used. This sideband is fixed

to the calculated normalization, and comprises data events which pass all other

analysis cuts, but which have a photon ID neural network output between 0.15 and

0.85. This will be referred to as the fake γ sideband.
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Figure 7.1: Fitted γ identification neural network output.
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7.3 Incorrectly tagged jets

The Tight SecVtx tagger, despite its name, is not completely efficient at elim-

inating all jets which lack a b quark[27]. In order to correct for this, the two-

dimensional plot of secondary vertex mass for the two leading jets (secondary vertex

mass for the second jet versus secondary vertex mass for the leading jet) is obtained

for the data sample, the QCD Monte Carlo, and the fake γ sideband. The data

distribution is then fitted to these templates, with the normalization of the fake γ

sideband fixed (as given in Section 7.2), and with the light jet content determined

by the fitting procedure. Systematic uncertainty was obtained by varying the sec-

ondary mass vertex by ±3% for the Monte Carlo templates (as used for the rest of

this analysis), and observing how the estimated number of incorrectly tagged light

jets changed. Based on this procedure, an estimated 358.6 ± 52.1(stat.) ± 124.5

(sys.) events with light flavor jets incorrectly tagged as b jets are present in the

data for this analysis. For the final neural network fit, the presence of these incor-

rectly tagged jets is modeled using a data sideband which passes all other analysis

cuts, but which has exactly 0 b tagged jets.
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Figure 7.2: Fake b normalization estimated using secondary vertex mass. One-
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jet ET between 20 and 140 GeV.
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CHAPTER 8

SIGNAL YIELD CALCULATION

As shown in Figure 8.1, the mjj distribution has insufficient separation be-

tween signal and background to obtain a meaningful result by fitting mass templates.

Therefore, this analysis utilizes a neural network to distinguish between ISR and

the primary QCD γbb̄ background. This neural network is applied to the data sam-

ple, and the output of the neural network is fitted to templates of neural network

output based on Monte Carlo samples and the relevant sidebands. While the final

results show that significant statistical uncertainty remains, this helped to reduce

the systematic uncertainty associated with the jet-energy scale. Additionally, the

preliminary mass profile fits showed extreme fluctuation in estimated signal yield

and fraction (as well as signal ISR/FSR composition) as energy scale cuts were ad-

justed, casting significant doubt on any attempt to use the mass profile directly in

the yield estimation. In order to convert an estimated signal yield into a cross sec-

tion, we determine the rate at which events pass through each stage of this analysis,

including b-tagging algorithms and kinematic cuts.

8.1 Neural network development

To determine the most effective method of constructing a neural network to

distinguish between signal and background, several factors were considered. Con-

struction of this neural network was a major part of this analysis. First of all, the

syntax for developing an artificial neural network is well-developed in the ROOT

code libraries. Using predefined functions, a type of artificial neural network known

as a multilayer perceptron can be developed, with input variables, network struc-

ture, and number of training iterations left for the user to define. In addition to

training a neural network to distinguish between QCD γbb̄ production and ISR γZ

production, these functions show the relative weights of different variables, along
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Figure 8.1: Dijet mass distribution for data and various Monte Carlo samples
(Monte Carlo templates normalized to data).

with connections between various nodes, and show the output template for the

training sample. Following standard convention, the background QCD γbb̄ sample

was set to have neural network output values closer to 0, with signal γZ production

having values closer to 1.

Perhaps the most important step in developing a neural network is to properly

select input observables. For every input parameter, the data sample should be

reasonably well modeled by the Monte Carlo samples (as QCD γbb̄ production is

far more common than γZ production, the QCD sample should more closely reflect

the data), and there should be some reasonable distinction between the two Monte

Carlo samples[35].

In a previous search for hadronic decays resulting from γZ production at CDF

[33], variables had to be chosen which would not artificially distinguish between
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different flavors of final state jets, as the search included all hadronic final states.

Thus, this previous analysis chose variables that were independent of the mass scale,

and required more detailed modeling.

Because the present analysis did not construct next-to-leading order samples

for both signal and irreducible background, certain parameters used in the previous

analysis were not applicable here, as they would be artificially biased by the absence

of next-to-leading order events in one of the samples. However, by restricting final

states to heavy-flavor decays, this analysis is able to make direct use of mass and

energy information as input variables. The following 8 variables were selected as

inputs:

• mjj, reconstructed dijet mass

• mγjj, reconstructed three-body mass

• Ej1
T , leading jet transverse energy

• Ej2
T , secondary jet transverse energy

• ∆R(γ, j1), separation between leading jet and photon

• ∆R(γ, j2), separation between secondary jet and photon

• ∆φjj, difference in azimuthal angle between jets

• ∆ηjj, difference in pseudorapidity angle between jets

Determining the most effective neural network architecture is not a precise

procedure. As mentioned in Section 5.1, the value of a particular neural network is

based on its utility in providing a reliable and accurate fit. After a certain amount of

trial and error, the multilayer perceptron architecture was finalized with two layers

of hidden nodes (the first containing twelve nodes, and the second six). To identify
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possible overtraining, only half of the available Monte Carlo events were used to

train the network, with the other half kept in reserve to provide a check on the

ability of the network to separate other events in the same distributions. The input

variables, coupled with their relative weights, along with network architecture and

template shape, are found in Figure 8.2. The top plot details the neural network

architecture, the middle plot the relative weights of the input variables, and the

bottom plot shows the template shapes for the signal and background Monte Carlo

samples.

8.2 Neural network fitting

In order to obtain an estimate of signal yield, the neural network output, as

applied to the data sample, is fitted to four templates, each reflecting a portion of

the events which produce the γbb̄ signature. The normalization of the fake b and

fake γ sidebands was fixed by their estimated presence, as described in Chapter

7. The signal population is modeled using a template consisting of 90% ISR and

10% FSR, based on the relative MadGraph cross section for the analysis cuts. The

data output is then fitted with the normalization of the Monte Carlo signal and

QCD background templates determined by the RooFit analysis package, as shown

in Figure 8.3.

From this plot, it is apparent that there is significantly more QCD γbb̄ back-

ground than γZ signal. The fit results are summarized in Table 8.1. The sidebands

are normalized based on predicted presence, while γbb̄ and γZ content is determined

by the fitting algorithm. It is important to note that (while not listed explicitly

here) the statistical uncertainty in the signal presence in this fit is still quite large

relative to the signal yield.

Statistical uncertainty inherent in the neural network fit dominates the analy-

sis, and suggests that a more finely tuned neural network might be able to improve
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(a) Neural network architecture

(b) Neural network input variable weight

(c) Neural network signal and background template shape

Figure 8.2: Plots detailing neural network information.
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Figure 8.3: Fit of neural network output, with components shown stacked on the
plot.

upon this analysis. At no point during the process of developing the neural network

was such an improvement definitively identified, so it might be necessary to have

next-to-leading order events in all Monte Carlo samples, in order to incorporate

more analysis variables. The quality of the fit is illustrated in Figures 8.4 through

8.9, where the various data elements are normalized in accordance with their pres-

ence in this fit, as shown in Table 8.1. Qualitatively, these kinematic variables

appear to be in reasonable agreement between the fit and the data.

8.3 Unfolding factor

In order to convert signal yield into a cross section measurement, it is essential

to determine the frequency at which signal events are recorded in the detector, and

thereby incorporated into the data sample. Cross section is related to signal yield

by the equation σ = N/Lε, where σ is the cross section, N the number of events
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Table 8.1: Elements of (uncorrected) neural network fit.

Fit Component Number of Events

Fake γ sideband 134.7 ±9.0(stat.)± 29.8(sys.)

Fake b-jet sideband 358.7 ±52.1(stat.)± 124.5(sys.)

Fitted γbb̄ 956.1 ±55.0(stat.)

Fitted γZ 106.4 ±53.2(stat.)
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Figure 8.4: Reconstructed mjj for composite fit.
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Figure 8.5: Reconstructed three-body invariant mass for composite fit.

in the signal yield, L the integrated luminosity, and ε the unfolding factor (i.e. the

acceptance rate for signal events).

Since the unfolding factor, ε, incorporates all of the trigger and selection effi-

ciencies, it is readily calculated by determining the number of signal Monte Carlo

events which pass all of the kinematic cuts at the parton level, and comparing that

to the number of reconstructed events that satisfy the same cuts, based on the same

original sample. For the sake of obtaining a better understanding of the unfolding

factor, the unfolding factor is shown in Figure 8.10 as a function of Eγ
T .

This plot was obtained by dividing two histograms of Eγ
T , each of which was de-

rived from the same Monte Carlo sample for signal events. This sample incorporates

both ISR and FSR, weighted according to their relative cross sections. The numera-

tor is simply those events in the Monte Carlo sample that pass the analysis cuts, as

weighted for SVT trigger efficiency. The denominator is those Monte Carlo events
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Figure 8.6: Transverse energy associated with each jet, normalized to match com-
posite fit.
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Figure 8.7: Angular separation between γ and jets, normalized to match composite
fit.
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Figure 8.8: ∆φ between the two jets using composite fit normalization.
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Figure 8.9: ∆η between the two jets using composite fit normalization.
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where the generator level information satisfied the kinematic cuts (γET > 15 GeV,

Eiso
T < 1 GeV, |ηγ| < 1, jet |η| < 1.5, leading jet ET > 30 GeV, secondary jet

ET > 20 GeV, 50 GeV < mjj < 110 GeV, mγjj > 80 GeV, ∆Rjγ > 0.7, and

∆Rjj > 1.5).

Figure 8.10 shows the likelihood that a given event with the appropriate kine-

matic properties at the parton level will pass the full analysis cuts when recon-

structed, plotted as a function of Eγ
T . This unfolding factor is calculated, when

integrated over the entire sample, to be ε = 0.0362 ± 0.0003(stat.) ± 0.0049 (sys.).

Statistical uncertainty is based on standard counting statistic uncertainties, while

systematic uncertainty is detailed in Section 9.4. Note that the unfolding factor de-

creases as a function Eγ
T , a feature which is likely a result of higher energy photons

penetrating deeper into the calorimetry and being more likely to fail to pass the

trigger or photon ID ANN cuts.
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Figure 8.10: Unfolding factor versus Photon ET .
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CHAPTER 9

ANALYSIS OF SYSTEMATIC EFFECTS

In addition to statistical uncertainties, any scientific research must also take

into account the possibility of inaccuracies in particular measurements and models

used. These effects, which cause any repeated measurement to have similar inaccu-

racies (as long as the same equipment and models are used), are known as systematic

uncertainties. This is in contrast to statistical uncertainties, which are due to fluctu-

ations in data, and which reflect the likelihood of a repeated measurement recording

a different result.

For this analysis, systematic uncertainties cover a substantial range of mate-

rial. Of these, several are deemed sufficiently complex to merit additional discussion.

There are, of course, questions as to the most appropriate model used to describe

both the photon and light jet sideband, as well as known uncertainties in how well

Monte Carlo simulations reflect data. Additionally, some of these uncertainties in

Monte Carlo simulation will impact the measurement of the unfolding factor. For

convenience, these are listed separately, in order to separate uncertainties in signal

yield from uncertainties in total cross section.

Systematic and statistical uncertainties are reviewed and shown numerically

in Chapter 10.

9.1 Fake photon sideband

The fake photon sideband contributes systematic uncertainty due to uncer-

tainty in both the estimate rate, as well as uncertainties in whether the sideband

chosen in the model accurately reflects those events in the analysis sample. To re-

view the results of Section 7.2, the systematic uncertainty in the rate was estimated

in two independent ways, with the total systematic uncertainty derived from the

combination of the two methods.
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The first method was to shift the photon identification neural network output

and repeat the fit, taking the deviation as a systematic uncertainty based on the

accuracy of the photon identification neural network. A more precise method would

be to take all of the inputs to the photon identification neural network, and to vary

each of those in accordance with its respective uncertainty. Due to the robust ability

of the photon identification neural network to distinguish between prompt and non-

prompt photons, this was deemed not to be necessary for this analysis. The second

method was to rebin the distribution of photon ID ANN output and repeat the fit.

Three bins were chosen in order to distinguish those that pass the analysis cut from

those that were almost certainly not signal events from those which fell somewhere

in between. As previously discussed, this indicated that out of 1555 data events

which passed all analysis cuts, 134.7± 9.0(stat.)± 29.8 (sys.) events contained a γ

candidate which was not associated with a prompt γ.

To evaluate the associated uncertainty on the signal yield, the analysis neural

network fit was repeated, with the normalization of the fake photon sideband ad-

justed to the limits of the uncertainty in the fake photon sideband estimate. This

was done independently for statistical and systematic errors, in order to distinguish

between the two types of error associated with the rate at which γ candidates were

not due to γ production at the primary vertex.

In addition to uncertainty based on the rate of inaccurate γ acceptance, there

is also uncertainty associated with whether the shape of the sideband accurately

reflects those events in the data. The shape uncertainty was calculated by changing

the sideband region chosen for the analysis, and thus repeating the fit with a fake

photon sideband chosen in a different way. Specifically, instead of using events

where the photon identification neural network output was between 0.15 and 0.85,

the sideband was chosen to contain events with photon identification neural network
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output between 0.10 and 0.80, as a possible alternative band which could have been

chosen. When this systematic shape uncertainty was combined with the systematic

rate uncertainty for the fake photon sideband, the signal yield changed by about

3%.

9.2 Light jet sideband

As mentioned in Section 7.3, the systematic uncertainty in the rate of incor-

rectly tagged sets was calculated by increasing or decreasing the secondary vertex

mass of the Monte Carlo samples by 3% and repeating the fit[43]. This rate un-

certainty was then applied to the normalization of the light jet sideband in the

analysis neural network fit, as was done for the fake γ sideband. It is also necessary

to account for uncertainty in the shape of the light jet sideband.

This particular systematic uncertainty requires more careful attention due to

the nature of the Tight SecVtx b tagger. While chosen for its lower fake rate, it has

the disadvantage of having a greater number of actual b jets which are not tagged

as such. This means that a certain number of γbb̄ events will have only one jet b

tagged, and some will even have no jets tagged, as shown in Table 9.1.

Normalization for ISR, FSR, and γbb̄ is based on MadGraph predictions as well

as the actual number of events present in the data with that particular number of

b tags. This complicates matters somewhat as the sideband incorporates a certain

amount of events that would properly belong to one of our fitted distributions.

Thus, in order to evaluate the shape uncertainty, it is only possible to increase the

γbb̄ presence in the light jet sideband, which is, of course, a change in the opposite

direction of an ideal light jet sideband, which would include only light jets. As the

γ identification cut is far more efficient, this detailed analysis was not required for

the fake γ sideband.

In order to model the impact of γbb̄ presence in this sideband on the signal
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yield, this analysis considered linear combinations of the 0 tag and 1 tag samples

(those events which pass all other analysis cuts, but have the stated number of b

tagged jets), and determined signal yield as a function of γbb̄ presence in the fake

b sideband. Not surprisingly, this had an effect on the signal yield, with increasing

fractions of γbb̄ present in the light jet sideband reducing the fitted signal yield.

Rather more surprising was the consistency of the effect, which permitted a linear

extrapolation to a hypothetical ideal sideband consisting of only lighter jets. This

suggested that if it were possible to obtain such an ideal sideband, that the analysis

neural network fit would yield 120.7 signal events. This signal yield was therefore

used for calculating final cross section, with its deviation from the actual fit result

taken as a systematic uncertainty, associated with the shape of the light jet side-

band. Table 9.2 shows this new estimate, as corrected for this observed systematic

behavior.

Table 9.1: Expected number of events with a given number of b tags for each Monte
Carlo predicted data sample.

Number of b tags ISR FSR γbb̄ data

2+ 52.8 5.95 791 1555

1 123 15.8 4196 19074

0 116 19.4 7223 179058

9.3 Uncertainties in Monte Carlo reconstruction

Previous work at the CDF detector has established certain uncertainties in

measuring various parameters. These are reflected in differences between the Monte

Carlo data sample and the measured dataset for those values. To account for these

uncertainties, the values for these observables in the Monte Carlo data sample are
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Table 9.2: Elements of neural network fit, corrected for fake b sideband.

Fit Component Number of Events

Fake γ sideband 134.7

Fake b-jet sideband 358.7

Fitted γbb̄ 941.8

Fitted γZ 120.7

shifted according to the uncertainty in detector behavior. While it is possible in

principle to shift the values for the data instead, that practice is frowned upon as

it performs analysis that does not reflect the values that were measured directly.

The convention is to modify the model (the Monte Carlo sample) in accordance

with the uncertainty in the measurement, rather than the other way around. These

uncertainties impact both estimated signal yield and unfolding factor. This section

details the process by which this was calculated, while Section 9.4 details only those

effects which only impact the unfolding factor.

We incorporate the uncertainty in the ability of the CDF detector to determine

the energy deposited in both the electromagnetic and hadronic calorimeter systems.

This imposes uncertainty in the measured photon energy and jet energy, based

on the uncertainty in scaling detector hits in the calorimeter to incoming particle

energy.

The photon energy scale is relatively well-defined, so we consider the effects

of a 1.5% shift in Eγ
T , in accordance with established uncertainties[47]. In this

analysis, γ energy is only present in the kinematic cuts which determine acceptance.

To account for this, the Monte Carlo samples to be used in the fitting process

have their photon energy shifted by 1.5% in order to obtain new templates to be

fitted. Additionally, since a change in acceptance rate changes the unfolding factor
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(logically enough, given that the unfolding factor is the total acceptance rate), the

unfolding factor is recalculated with the same change in energy.

The change in signal yield is combined with the change in unfolding factor for

the same adjustment to photon energy to determine the total impact on the cross

section calculation (where the two changes partially cancel each other out). This

contributes roughly 1% total uncertainty to the cross section measurement, which

is the smallest systematic effect considered, so further analysis was not deemed

necessary.

Jet energy scale is, by constrast, the largest systematic effect for two major

reasons: the uncertainty in jet energy scale at CDF is larger than the uncertainty

in photon energy; and in addition to impacting kinematic cuts, the jet energy scale

enters into the neural network variables used to distinguish signal and background.

No less than four neural network variables depend on the jet energy scale, all of

which are also used as kinematic cuts (Ejet
T for both jets, mjj, mjjγ)[43].

The smaller impact of photon energy scale on mjjγ was not included in this

analysis, as not only is the uncertainty smaller, but the photon energy has a smaller

contribution to the total invariant mass. In order to more precisely determine the

impact of the jet energy scale, two different methods of evaluating the change in

signal yield were compared. The first method simply repeated the fit with the

input parameters for the Monte Carlo events shifted in accordance with the scale

uncertainties (event reconstruction at CDF, both for data and Monte Carlo samples,

incorporates jet energy uncertainty as a parameter).

The second method is to fit the shifted Monte Carlo templates to the unbiased

fit result profile for the same templates (i.e. to change the shape of the templates

according to the jet energy correct, and then to fit the new templates to the old fit

shape, in an attempt to reduce the impact of statistical fluctuations in the data).



69

As the latter method produced a larger change in signal yield, it was used for this

analysis. As noted for γ energy scale, jet energy scale also changes the acceptance

rate, changing the unfolding factor, which slightly reduces the uncertainty associated

with jet energy scale.

In addition to uncertainties in measurements at CDF, Monte Carlo data sam-

ple generation and cross section estimation is highly dependent upon the relative

likelihood of a particular parton being the active element in a particular interac-

tion (this is known as the parton distribution function, or pdf, not to be confused

with a statistical probability distribution function). The associated uncertainties

will therefore be reflected in any Monte Carlo sample or calculation. While these

cannot, of course, be measured directly, it is possible to estimate these based on

experimental results combined with theoretical calculations.

The likelihood of any particular parton being involved in a given interaction

is based on a linear combination of 20 orthogonal eigenvectors, each of which has an

uncertainty in its weighting factor. As the 20 orthogonal CTEQ6M[48] eigenvectors

are used to weight the Monte Carlo samples, these can be re-weighted in accor-

dance with each of these eigenvectors (twice, ±1σ, for each eigenvector), and the

adjusted Monte Carlo samples can be used as templates for the neural network fit

for this analysis. For each re-weighting, the deviation in signal yield was measured,

with the larger deviation associated with a given eigenvector taken to be the uncer-

tainty associated with that particular eigenvector. These 20 values were added in

quadrature to determine the total uncertainty in yield due to uncertainties in pdf

weighting, providing an uncertainty in signal yield of 16.1 events. The acceptance

rate was not deemed to depend sufficiently on pdf weighting to merit a calculation

of the impact on unfolding factor.
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9.4 Uncertainties in unfolding factor

In addition to changes in acceptance rate based on energy scale, there are

established cases where Monte Carlo has been shown not to reflect data observed

at CDF. As noted by previous work [49] [50], current Monte Carlo b tag efficiency

slightly exceeds that for data, so it is necessary to scale the Monte Carlo by 0.958±

0.05 (which is squared to account for the second b tag) in order to simulate this

effect. Studies of the Z → e+e− efficiency have also shown a difference in modeled

photon acceptance, which varies as a function of the number of vertices present

[51]. These uncertainties were applied to the reconstructed Monte Carlo samples,

and the change in the resulting unfolding factor was calculated. While uncertainties

in energy scale also impact the unfolding factor, since these are coupled to signal

yield uncertainties, the coupled uncertainties are the values listed in Table 10.2.
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CHAPTER 10

CROSS SECTION MEASUREMENT AND UNCERTAINTY

Based on Pythia Monte Carlo calculations, this analysis predicts a cross sec-

tion of σ = 0.35 pb for events which pass all kinematic cuts. This includes a

correction (k-factor) of 1.41 since the Pythia calculation included only leading or-

der signal events, and must be adjusted to account for higher-order events. This

value is obtained from the predicted value for hadronic cross section described in

[52] (linear term in fit in source appears to have sign reversed, based on plot shown,

which is corrected here).

The calculated cross section for pp̄ → Zγ with Z → bb̄ with the kinematic

cuts for this analysis (50 < mjj < 110 GeV, mγjj > 80 GeV, leading jet ET > 30

GeV, secondary jet ET > 20 GeV, Eγ
T > 15 GeV, Eiso

T < 1 GeV, ∆Rjγ > 0.7, and

∆Rjj > 1.5) is σ = 0.36 ± 0.16(stat.)±0.11(sys.) pb, which is consistent with the

predicted value. Statistical and systematic uncertainties are summarized in Tables

10.1 and 10.2.

Table 10.1: Statistical uncertainties in this analysis and the resulting impact on
cross section.

Source of Uncertainty Impact of Uncertainty on Cross Section (pb)

Neural Network Fit 0.161

Fake γ Rate 0.002

Fake b Rate 0.006

Unfolding factor 0.004

Total Statistical Uncertainty 0.161
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Table 10.2: Systematic uncertainties in this analysis and their impact upon our
cross section measurement

Source of Uncertainty Impact of Uncertainty on Cross Section (pb)

Jet Energy Scale 0.075

Fake b Sideband 0.049

PDF Weighting 0.031

Luminosity 0.022

Fake γ Sideband 0.011

γ Energy Scale 0.003

Unfolding γ efficiency 0.008

Unfolding b efficiency 0.027

SVT trigger rate 0.032

SVT trigger Energy-dependence 0.022

Total Systematic Uncertainty 0.109
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CHAPTER 11

CONCLUSIONS

This analysis measures the cross section associated with Zγ production where

Z decays into bb̄ at the CDF detector from the Tevatron Run II dataset to be

0.36± 0.16(stat.)± 0.11 (sys.) pb, consistent with Monte Carlo predictions of 0.35

pb. This analysis is limited by large statistical uncertainty in the neural network fit,

and is also rather sensitive to the jet energy scale. With some further optimization,

this analysis could be extended to a search for exotics, such as supersymmetry[53]

or technicolor[54]. Since the Higgs group at CDF developed a more sophisticated

method of identifying b jets, future analyses might be able to improve upon this

result using that method. A more sophisticated neural network (likely reliant on

next-to-leading-order signal Monte Carlo, which was not available for this analysis)

might be able to improve upon the current result. This analysis did not identify

any clear departure from measurements of Zγ production in leptonic channels, and

is not sensitive enough to greatly limit the bounds on such deviations.



74

APPENDIX

SILICON DETECTOR EXPERIENCE

A.1 Silicon Detector Technical Details

During CDF Run II, three silicon sub-detectors were used to track outgoing

charged particles. Together, these three sub-detectors comprised the silicon detector

system, and were responsible for the highest-sensitivity tracking near the interac-

tion point. Although these were used together in event reconstruction and vertex

identification, as each had its own control and readout electronics, the system is

generally described as consisting of three sub-detectors.

The primary silicon tracker is known historically as the Silicon Vertex detector,

or SVX (SVX II for the Run II version of this detector), and consists of 6 double-

sided layers of silicon strips, set up to identify interaction point(s) present during

one beam crossing by observing the paths of outgoing charged particles. At 90 cm

in length and extending 10 cm from the beam pipe, the active region of the SVX II

detector provides tracking coverage out to η of 2.7 (as seen in Figure A.2[31].

To improve impact parameter resolution, an additional sub-detector, known

as Layer 00, consisting of one single-sided layer of silicon tracking strips, was added

for the Run II design and was mounted directly on the beam pipe. This exposed

the electronics of this section to additional radiation (and the occasional errant

particle), requiring that Layer 00 implement a less sophistical design than feasible

for the SVX II detector.

Outside of the SVX detector, additional silicon tracking was provided by In-

termediate Silicon Layers (ISL), which were located between the SVX region and

the Central Outer Tracker (a gas chamber tracker which provided the tracking in

the region from 40 cm to about 140 cm from the beam pipe, but whose performance

deteriorated η > 1 for geometric reasons). The ISL detector was separated into
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five distinct bulkheads, with one central (for η < 1.0), and two more on each of

the sides (to provide more tracking information in the region where 1.0 < η < 2.0).

This coverage in η is shown graphically in Figure A.1. Each bulkhead consists of

one double-sided silicon layer, but the greater physical space available allows for

better resolution than would a single layer of the SVX detector[31].

At the time SVX II was designed, silicon pixel detectors (used for the CMS

detector at the LHC) were not considered to be feasible at CDF[26]. A careful

analysis of Run II luminosity data for the Tevatron will illustrate that the D0

detector was able to start taking data slightly earlier in each store. This is because

the CDF detector could not apply the high voltage to the Layer 00 sub-detector while

the beam was being collimated for physics data-taking (a process known internally

as scraping), which meant that the CDF detector consistently would become active

slightly later than the D0 detector. As this time featured the highest number of

interactions, it had a larger impact on integrated luminosity incorporated into the

dataset.

A.2 Experience with CDF Silicon Detector

Due to radiation levels higher than those received by the rest of the detector,

as well as the readout demands placed on the electronics, the silicon detector system

at CDF typically experienced a greater rate of voltage trips and other electronics

failures than the rest of the detector. I had the opportunity to provide on-call

technical support for the silicon detector at CDF during some of the last year of its

operation.

A.3 Technical challenges in detector construction

There were a few compromises in design due to problems during installation

and early in operation. The first of which was that some of the liquid cooling lines
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Figure A.1: A horizontally compressed view of the CDF detector, showing η
coverage.[26]

(a) End view of Silicon Detector (b) End view of SVX and L00 Detectors

Figure A.2: CDF Run II Silicon detector, end view.[26]
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(for the electronics in the detector) were blocked by epoxy used to connect the

joints during construction. While most of these were able to be opened by judicious

use of a cutting laser, some remained out of commission for the duration of the

experiment[31].

A more unique problem was posed by the wire bonds used to connect the

readout electronics to the silicon strips. When an event was flagged by the event

triggers as requiring readout, an electric signal would be sent through the wire

bond. As the entire tracking region is inside of the large current magnetic solenoid,

the wire bond experience a force, in accordance with basic electrodynamics. If a

sufficiently large number of events are flagged consecutively, this force is experienced

periodically. This causes the wire bond to vibrate, even to the point where (for some

of the bonds) the bond breaks, cutting off all communication with that particular

readout device[31].

As reworking the electronics was infeasible (due to the nature of the detector

and the sensitivity of the whole design), a software solution was developed[31].

The mechanism was simple: an additional circuit board would monitor the number

of consecutive events which sent signals through these wire bonds, and send an

interrupt when more than 10 signals in a row were sent within one microsecond

of the previous signal. This happened an average of 10 times per week[31]. If this

started to happen more frequently, there would be discussions about how the trigger

might be adjusted to be more friendly to the silicon.

As the experiment progressed over the years, electronic monitoring and re-

covery improved for the silicon detector. A standard procedure was developed for

notifying the shift crew (those individuals responsible for keeping the detector run-

ning continuously) when the current for a particular electronic component was out

of acceptable limits. A quick flowchart helped the shift crew determine whether to
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call in an expert, or simply to make a short-term note, so that the problem could

be addressed when I (or another silicon expert) had time to look at it. The power

to each component of the silicon detector was monitored remotely (my first call as

pager carrier was when the software that did this froze). Also, various software

methods were developed to keep the intervention needed to a minimum. One such

program was called “Silicon Auto-Recovery” and was able to turn on individual lines

after a high voltage trip (or similar problem)[31]. Another advancement allowed for

power supply crates to be rebooted (in case something went wrong there) from the

control room, rather than the floor below. Further development allowed for this to

be attempted automatically if communication was lost with a crate. Unfortunately,

even with these improvements, sometimes there would be an issue that required a

more complex solution. Which is when, if I was carrying the pager, I would receive

a page. Another development was a way of interacting with the standard mea-

surements of the Tevatron’s behavior to determine if the system was safe for the

silicon detector to operate (eventually, this would send the voltage in the silicon

detector systems to “standby” without human intervention, if something triggered

the monitoring software)[31]. If an electronic component inside the detector itself

were to fail, replacement was impossible. However, the power supply controls for

individual parts of the silicon detector were housed in crates placed in the corners

of the collision hall, but outside of the detector itself. At times, one of these would

fail completely and require replacement. Part of my job was to make sure that we

had spares available, and to help replace one of these power supplies if needed. For

safety reasons, this only happened when there was no beam at all in the Tevatron,

in what was known as a “controlled access.”

The continual operation of detector did require constant monitoring from the

control room. This was done by three people: the Consumer Operator (who checked
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that the data coming from the detector made sense with expectations, at least in

aggregate, and for checking the validity of calibrations), the Science Coordinator

(who made sure that any problems were documented and addressed, and determined

if a given dataset was acceptable for use in analysis), and the ACE (which I will

cover in more detail). I spent one shift of 12 weeks as ACE, being in the control

room 8 hours at a time, for roughly half the week. As ACE, I was responsible for

making sure that the high voltage was operational in all parts of the detector and

that the data collection software was operating properly, as well as running the data

collection software and performing calibrations. This meant being able to diagnose

problems (at least in terms of what system was not behaving properly and the

symptoms of what was observed), being able to correct minor problems (documented

by the experts for each part of the detector), and knowing which person to ask the

Science Coordinator to page for a given problem. Since the Consumer Operator and

Science Coordinator worked in one week shifts (eight hours a day), as the ACE, I

was considered the expert on what was happening when something was going wrong.

Typically, this also meant documenting the problem to identify which component

was responsible for downtime. Also, when someone needed to be paged to handle

a problem, it was typically my task, as the ACE, to know the control room well

enough to be talked through minor fixes. Major (or more complicated) fixes would

sometimes require that an individual actually drive to the control room to address

the problem. I did this a few times as Silicon pager carrier.

Although the detector was sufficiently established that most potential prob-

lems were documented, I was still able to provide some of the necessary technical

support to keep the detector in operation, both as ACE and as Silicon Pager Carrier.
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